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Abstract

We propose an overview of constraint acquisition research, in
which learning techniques are used to learn constraint mod-
els from data. We discuss passive and (inter)active learning,
the connections to the machine learning field, as well as chal-
lenges that arise in constraint expressivity, search space size,
convergence and noisy data.

Introduction
Constraint programming (CP) is widely used for solving
real-world problems. The basic assumption in CP is that
the user models the problem and a solver is then used to
solve it. Despite the many successful applications of CP on
combinatorial problems from various domains, there are still
challenges to be faced in order to make CP technology even
more widely used. A major bottleneck in the use of CP is
modeling. Expressing a combinatorial problem as a set of
constraints over decision variables requires substantial ex-
pertise, and this non-trivial task is often a major bottleneck
for the widespread adoption of CP.

To overcome this obstacle, several techniques have
been proposed for modeling a constraint problem
(semi-)automatically, and nowadays assisting the user
in modeling is regarded as one of the important aspects of
CP research. An area of research that has started to attract
a lot of attention is that of constraint acquisition, which
is an area where CP meets Machine Learning (ML). In
constraint acquisition, the model of a constraint problem is
acquired (i.e. learned) using a set of examples of solutions,
and possibly non-solutions.

Passive and active constraint learning
Constraint acquisition can come in various flavours depend-
ing on the assumptions on the input: do we assume that a
set of solutions is given upfront? Do they data given contain
also non-solutions? Or is there no data given apriori, but a
user can be queried about whether an assignment is a solu-
tion or not? and what kinds of queries can be asked?

• In passive acquisition, examples of solutions and option-
ally non-solutions are provided by the user. It can be seen
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as an ML dataset, often assumed to be noise-free. The
goal is to reconstruct the model of the problem, extract-
ing a set of constraints from the date, accepting the solu-
tions and rejecting the non-solutions given.

• In contrast, in active or interactive acquisition, the
learner interacts with a user dynamically while acquir-
ing the target set of constraints. It can be seen as a form
of active learning in ML, where labels are only revealed
after asking a user to classify the examples.

Techniques for learning constraints from data
In most state-f-the-art constraint acquisition systems, the
user provides the system with the decision variables of the
problem and a set of abstract relations. Applying these re-
lations to each subset of variables, the system obtains the
set of candidate constraints, usually referred to as bias. The
goal is to find a subset of constraints that accepts the positive
examples and rejects the negative ones. The size of the bias
can be very large, so efficient techniques have to be used to
search over the candidates for the target constraint set.

Many methods, both for passive and active constraint ac-
quisition, are based on ideas from the candidate elimination
and version space paradigms (Beldiceanu and Simonis 2012;
Bessiere et al. 2017, 2013; Tsouros and Stergiou 2020) pro-
posed in the early days of ML. In such systems, the exam-
ples are taken into account one by one, with each example
either shrinking the set of candidate constraints by removing
the candidates that are inconsistent or learning constraints
that must hold for the assignments to be classified as solu-
tions. This is also called the ”generate-and-test” approach,
where each candidate constraint from the bias is generated
and tested whether it violates any of the examples.

For passive constraint acquisition, a recent promis-
ing alternative to ”generate-and-test” is the ”generate-and-
aggregate” approach: using a simple grammar of aggrega-
tion operators, different aggregation expressions are gener-
ated and applied to various slices of matrices and, in general,
tensors of decision variables. By finding the lower and up-
per bounds of these expressions, relevant parameters can be
identified from the data (Kumar, Kolb, and Guns 2022). In
addition, there are methods that aim to link the constraint
acquisition field with data science more closely, by train-
ing classifiers that are then transformed into constraint mod-
els (Prestwich et al. 2021).



Challenges
Despite recent advances in constraint learning, there are sig-
nificant obstacles to surmount:

• Although active constraint acquisition systems have a
good theoretical bound in terms of the number of queries,
the number of queries is still quite high for a real interac-
tion with human users, which can be a preventive factor.
This could be alleviated by exploiting the structure of the
learned network, focusing the queries on specific parts of
the problem that are more promising. Apart from asking
the user to just classify generated examples, more expres-
sive queries can also be used to cut down the number of
interactions (Daoudi et al. 2015; Bessiere et al. 2014).

• Most methods in constraint learning use a candidate set
of constraints to search for the target constraint set. How-
ever, as there is a lack of methods to handle high ar-
ity constraints, or even global constraints, efficiently, the
size of the set of candidates can become too large. Meth-
ods that are able to handle such cases are required for
real-world applications.

• Besides the space management problem, the luck of spe-
cific methods to learn specific classes of constraints, such
as linear constraints with unknown constants, also exac-
erbates the issue with the number of queries in interac-
tive methods. Thus, specific methods to handle classes
of constraints are needed to improve the performance of
interactive constraint acquisition systems.

• In both passive and active constraint learning, the classifi-
cation of all the examples is assumed to be correct. How-
ever, in practical applications we can have noisy data.
Techniques to deal with incorrect classifications have to
be adapted.

• Despite the recent progress in the field of constraint ac-
quisition, the focus has been mainly on learning satis-
faction problems and hard constraints. Not a lot of stud-
ies deal with learning constraint optimization problems
via soft constraints, in the context of constraint program-
ming (Tsouros and Stergiou 2021). However, soft con-
straints are widely used to represent preferences, which
are of paramount importance in Artificial Intelligence.
This is an important drawback of constraint acquisition,
presenting many limitations to its application in a variety
of real applications.

For constraint learning to become more broadly applica-
ble and to better assist the user during the modeling process,
it is important to tackle the aforementioned shortcomings.
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