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Abstract

Increasingly, constraint programming problems can not be
fully specified as facts, but part of the problem input is pre-
dicted using machine learning; for example demand and price
in energy scheduling, (truck)load in vehicle transport, or even
visual or natural language input. This talk has two purposes.
First, we will highlight two settings in which a tighter integra-
tion between the machine learning and the model-then-solve
leads to improved results. Next, we introduce the CPMpy
constraint programming library, which was made to be highly
compatible with machine learning libraries, in order to use the
output of one in the other and reversely.

Motivation

Machine Learning (ML) and Constraint Solving (includ-
ing CP, SAT, MIP) are central paradigms for respectively
learning and reasoning in Al. Traditionally, Machine Learn-
ing techniques are developed for prediction tasks in a wide
range of application domains such as visual question an-
swering (Wu et al. 2017), medical diagnosis (Garg and Mago
2021), and many more (Shinde and Shah 2018). Whereas,
constraint-solving methods involve formulating and solving
complex constraint satisfaction and optimization problems.
Highly efficient solvers exist for the various paradigms in
constraint solving including Constraint Programming (CP),
Boolean satisfaction problems (SAT), Pseudo-Boolean op-
timization problems, (mixed) integer linear programming
problems (MILP) as well as knowledge compilation ap-
proaches.

Many real-world applications can be modeled as
constraint-solving tasks. In practice, given a decision-
making problem, domain experts interact with an optimiza-
tion expert to model the problem as a constraint-solving
task, based on stakeholders’ requirements. Position papers
(Canoy and Guns 2019) argue that this process is static and
too rigid. A modern constraint solver should be able to learn
from implicit user preferences or from the environment, both
of which are uncertain and must be inferred from available
features or raw sensor input. This is why in reality, practi-
tioners rely on a combination of ML and Constraint solving.

Consider applications such as Energy-cost-Aware
Scheduling, where a set of tasks are scheduled on a set
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of machines over a given period divided into time slots.
The goal is to efficiently allocate machine usage, where
the energy cost at each time slot is not known and must be
estimated (Simonis et al. 2014). In such a case, a practitioner
will first train an ML model on the prediction task as in
standard supervised learning. Then the trained ML model is
used to make a points estimate of the uncertain parameter,
which serves as input to the constraint solver. However,
such an approach does not take into account the interplay
of constraint solving with prediction errors nor the impact it
has on solution quality (Mandi et al. 2020).

We propose an overview of approaches to solving con-
straint programming problems where part of the problem
input is predicted using machine learning, for example, de-
mand and price in energy scheduling, (truck)load in vehicle
transport or even visual or natural language input involved
in a more complex reasoning task.

First, we highlight two settings in which a tighter inte-
gration between the machine learning and the model-then-
solve leads to improved results. Next, we introduce the
CPMpy constraint programming library, which was made to
be highly compatible with machine learning libraries, so as
to use the output of one in the other and reversely.

Prediction + Optimisation

Recent years have witnessed an increasing interest in hy-
brid systems that leverage machine learning for constraint
solving problems (Bengio, Lodi, and Prouvost 2021; Cap-
part et al. 2021; Kotary et al. 2021). We specifically focus on
problems under the Predict-and-Optimize category, wherein
a subset of coefficients in the objective function of a discrete
optimization task must be inferred from noisy input data (El-
machtoub and Grigas 2022).

Two-Staged Predict-and-Optimize

Predict-and-optimize problems are usually solved in a two-
stage process: first, prediction of the coefficients in objective
function from features; then solving of the constraint rea-
soning task. In the case of the prediction step being a clas-
sification task, a wrong prediction can lead to a reasoning
task with no feasible solutions. As a pedagogical example,
consider an Al system developed to interpret and solve a
pen-and-paper Sudoku puzzle scanned with a smartphone
(Mulamba et al. 2020). After a picture of a Sudoku puzzle is



taken, the picture is segmented into 81 cells. A pre-trained
convolutional neural network (CNN) is then applied to each
cell in order to make a digit prediction. For each cell, the
output of the CNN is a probability distribution over the 10
possible values: digits 1-9 and the empty cell value. Even
a CNN with an accuracy of 99% would lead to a correct
solution only approximately 0.99%! = 44% of the time. In
this tutorial, we will explore ways to mitigate this issue by
smarter modeling of the reasoning task to account for un-
certainty. The visual Sudoku also illustrates how this frame-
work is also suitable for Constraint Satisfaction Problems.

Decision-Focused Learning

Predict-and-Optimize problems can also involve a regres-
sion task. In our case, the practitioner cares more about
the solution quality in the downstream reasoning task than
the accuracy on the prediction task. Therefore, a ML model
trained within that context should aim to minimize a loss
function which reflects that solution quality. Namely, the
learning algorithm should be decision-focused instead of
prediction-focused. There is a growing amount of work on
decision-focused learning (DFL) methods in the past few
years (Niepert, Minervini, and Franceschi 2021; Wilder,
Dilkina, and Tambe 2019; Mandi and Guns 2020; Pogancic
et al. 2020) .

The main challenge most of them aim to overcome is that
a loss function that reflects the solution quality for a dis-
crete optimization task is discrete. Hence, its gradient does
not provide meaningful weights update for a gradient-based
learning algorithm, such as commonly used to train Deep
Neural Network (DNN).

A second challenge is scalability. Indeed, each forward
pass through the DNN while training requires solving the
downstream reasoning task, which can be computation-
ally expensive. Exploiting the incrementality capabilities of
solvers, as done in CPMpy, is also key here.

We will introduce a family of DFL methods that work
with CP solvers (Mandi et al. 2021) and that address both
challenges (Mandi et al. 2022; Mulamba et al. 2021).

CPMpy

CPMpy is an open-source python CP Modelling library
CPMpy (Guns 2019) for easy interfacing with current con-
straint solvers and lower-level libraries: OR-tools, MiniZ-
inc in CP, Z3 in SMT, PySAT in SAT, Gurobi in MIP. On
the language modeling side, CPMpy uses the widely popu-
lar n-dimensional arrays of NumPy (ndarray) as a building
block for constants, and decisions variables thus allowing for
easy integration with scientific packages such as SciPy, the
general convex optimization framework CVXpy and popular
deep learning (ML) frameworks such as Tensorflow and Py-
Torch. Furthermore, CPMpy eases incremental solving for
solvers that support it, especially for predict-and-optimize
methods that require solving the same constrained problem
with different predictions.

Detailed, Point-Form Outline of the Tutorial

1. Prediction + Optimization

(a) Perception-based constraint solving
* State-of-the-art techniques to combine CP with ML
* Demonstration: Use-case of the Sudoku Assistant
(b) Decision Focused learning
» Challenges
* Surrogate Losses
* Solution Cache

2. Quick introduction to CP using CPMpy:
¢ Motivation

* Examples demonstrating the language constructs

* Integrating CP with ML predictions: An example from
perception-based constraint solving

3. Conclusion, Outlooks, and Questions
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