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1 Inductive logic programming
Inductive logic programming (ILP) [11, 4] is a form of supervised machine learning (ML). As
with other forms ofML, the goal is to induce a hypothesis that generalises training examples.
However, whereas most forms of ML use tables to represent data, ILP uses logic programs
(sets of logical rules). Moreover, whereas most forms of ML learn functions, ILP learns rela-
tions.

ILP has several attractive features [5]. For instance, it is data efficient and can induce hy-
potheses from small numbers of examples. Moreover, because of logic’s similarity to natural
language, logic programs can be easily read by humans, which is crucial for explainable AI.

2 CP for ILP
Classical ILP approaches search by revising a hypothesis through the addition and removal
of literals [13, 12, 1, 14]. These approaches use heuristics, such as information gain, to guide
the search through the hypothesis space. An emerging trend in ILP is to formulate the ILP
problem as a constraint problem (CP). For instance, ASPAL [2] encodes an ILP problem as
an answer set programming (ASP) problem. Specifically, ASPAL constructs an ASP program
that describes every training example and every possible rule in the hypothesis space. ASPAL
then asks an ASP solver to find a subset of the rules that covers all the positive but none of
the negative examples.

The main advantages of these recent ILP-as-CP approaches is that they can more eas-
ily learn recursive programs and use state-of-the-art CP solvers. However, most approaches
encode the ILP problemas a single one-shot CP instance. These approaches, therefore, strug-
gle to scale to non-trivial problems. For instance, because ASPAL precomputes every possible
rule it struggles to learn rules with more than a few literals.

3 Popper
Popper [8, 3, 6, 7] encodes an ILP problem as a CP problem, where each solution to the
CP problem represents a hypothesis. However, rather than precompute every possible rule,
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the key idea of Popper is to incrementally discover constraints from smaller hypotheses to
rule out larger hypotheses. Specifically, Popper uses a generate, test, and constrain loop to
generate hypotheses and test them on the examples. In the generate stage, Popper asks a CP
solver to find a solution to the CP instance, where the solution corresponds to a hypothesis.
In the test stage, Popper tests the hypothesis on the training examples. If a hypothesis is too
general (entails too many negative examples), Popper builds constraints to prune logically
more general programs from the hypothesis space, as they too will be too general. Likewise,
if a hypothesis is too specific (entails too few positive examples), Popper builds constraints
to prune logically more specific hypotheses, as they too will be too specific. Popper adds
these constraints to the CP problem to prune solutions and thus prune hypotheses. Popper
repeats this loop until it finds a good hypothesis or there are no more hypotheses.

4 Popper at CP-ML bridge
Popper combines various forms of CP for ML, including ASP, SMT, SAT, and MaxSAT. For in-
stance, Popper uses ASP to generate hypotheses. It usesMaxSAT solvers to find combinations
of hypotheses with minimal description length [10]. It also uses SMT solvers to search for hy-
potheses with numerical values [9]. We, therefore, think that Popper would interest a broad
audience at the CP-ML bridge program.

We want to be at the bridge because we want to collaborate with CP researchers. In par-
ticular, we want to improve the scalability and efficiency of Popper by using CP tools better.
For instance, we encode our generate stage as an ASP problem, which is often the bottle-
neck of Popper. However, we only use ASP becausewe have a logic programming background
knowledge. We do not need answer set semantics so it is plausible that another CP paradigm
is more suitable for this task. Moreover, there might be alternative ways to encode our CP
problems.

5 Pitch/discussion presentation
We propose to give a brief (<20 minutes) introduction to ILP and Popper. The emphasis of
the presentation will be on the use of CP for ILP and, in particular, the current limitations of
Popper due to our current CP approach. The goal is to foster collaboration between CP and
ILP researchers. We expect for both authors of this proposal to attend the bridge program.
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