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Abstract

We explore the synergies between Learning and Reason-
ing communities as part of the AAAI-25 Constraint Pro-
gramming and Machine Learning Bridge Program. We fo-
cus on software and tools available within both communities
to identify similarities and new opportunities. Our ultimate
goal is two-fold: i) to stimulate the development of open-
source software in Decision Sciences that encompasses sev-
eral paradigms in constraint and optimization technologies,
and ii) to foster further collaboration for tighter integration of
learning-based approaches with decision operations.

Introduction
While the Learning community has benefited tremendously
from open-source software such as Hugging Face (Hug-
gingFace 2025), which is now hosting 1M+ models, 200K+
datasets, 300K+ demos, PyTorch (Paszke et al. 2019), Ten-
sorFlow (Abadi et al. 2015), together with their well-
established packages such as NumPy, SciPy, Pandas, and
scikit-learn (Pedregosa et al. 2011) among others, the Rea-
soning community trails behind in establishing a similar
software ecosystem and flywheel. This gap hinders the
widespread adoption and collaboration of reasoning solvers
& software, limiting its potential and impact. The AAAI
2024 Bridge Program on Constraint Programming and Ma-
chine Learning offers a unique opportunity to discuss vari-
ous opportunities to bridge this gap.

To revive the success of software developments estab-
lished in the learning community, we would like to fos-
ter collaboration between researchers and practitioners to
promote open-source software development and establish
a community-driven ecosystem for reasoning and decision
science software. Improving the existing software, technol-
ogy stack, and standards in decision operations is critical,
especially for new participants.

Opportunities to Advance Decision Science
Potential areas to enhance the developer and user experience
of Decision Science, similar to achievements in Machine
Learning, can include:
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Ease of Use and Accessibility
Easy Installation: Similar to the standard one-liner pip
install in machine learning packages.
Ready-to-Run Environments: Using Docker containers
hosted on public registries, e.g., GitHub Container Registry.
Standardized Interfaces: Common interfaces for solvers
and models, e.g., similar to ONNX.
Low Code/No Code Environments: Drag-and-drop inter-
faces for constructing and modifying optimization models
without writing code.
Modeling Assistants: Research and development of mod-
eling assistants, similar to code co-pilots, e.g.,(Wasserkrug
et al. 2024; Tsouros et al. 2023; Kadıoğlu et al. 2024; Sin-
girikonda, Kadıoğlu, and Uppuluri 2024).

Integrated Environments
Constraint Model Registry: Hosting pre-trained models
that can be easily downloaded and fine-tuned on problem-
specific data. Base constraint models for common applica-
tions in routing, scheduling, supply chain, and resource al-
location that can be tailored to specific problems at hand.
Pre-trained Embeddings: Readily available latent instance
representations for Constraint Programming (CP), Mixed-
Integer Programming (MIP), and Boolean Satisfiability
(SAT) instances, potentially hosted as HuggingFace mod-
els1.
Cloud Services and APIs: Online services, platforms, and
API integration to deploy, host, run, test, and monitor de-
cision models. The emergence of DecisionOps, akin to
MLOps and LLMOps.
API Integration: API integration of decision models with
popular programming languages and machine learning
frameworks.

Advanced Features and Integration
Explainability and Interpretability: Tools that provide in-
sights into how the optimization model makes decisions,
similar to explainable AI techniques. Similarly, features that
allow users to understand how changes in input parameters
affect the model’s output and sensitivity analysis.

1https://huggingface.co/models



Interactive Dashboards Tools that allow users to visualize
and interact with optimization models and their results in
real-time.
Automated Tuning and Model Selection: Hyperparame-
ter optimization and automated tools for tuning the parame-
ters of optimization models to achieve the best performance.
Model Selection: Tools that can automatically select the
most appropriate optimization model based on the problem
characteristics.
Hybrid Software: Integrated tools and frameworks for
combining learning and reasoning models.

Resources and Tools
Community-Driven Development: Collaborative develop-
ment, maintenance, and events to bring participants to-
gether, including hackathons and competitions (Kadıoğlu
and Kleynhans 2024). Mentorship programs to help new
users and developers learn from experienced practitioners.
Certification programs to validate the skills and knowledge
of users in optimization and decision science.
Datasets and Leaderboards Publicly accessible datasets
with data cards, models complete with model cards, bench-
marks, leaderboards, and evaluations2.
Educational Resources: Publicly available educational ma-
terial for constraint and optimization solvers, e.g., interactive
tutorials, blog posts, and online courses.

Showcasing Successful Applications
The Art of Possible: Demos and proof-of-concept applica-
tion spaces to communicate the art of possible, as in Hug-
gingFace Spaces3.
Industry Applications: Showcase successful industry ap-
plications with practical impact addressing unique needs of
sectors such as healthcare, finance, and manufacturing.

Call to Action
We stress the need for a community-driven ecosystem for
reasoning and decision science software, similar to what
has been achieved in the machine learning community. As
such, let us call on researchers, practitioners, and developers
to contribute to developing a robust and community-driven
ecosystem that allows the creation of a data and model fly-
wheel to achieve network effect at scale. Improving the tech-
nology stack, standards, and user experience allows us to
attract new participants, foster collaboration, and advance
decision science.

2https://huggingface.co/docs/leaderboards
3https://huggingface.co/spaces
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